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Abstract
It is inadequate to apply current machine translation approaches to the tasks such as instant translation of sports news in a straightforward way. One of the main obstacles to the current approaches lies in that the whole translation is often made obscure by the bad translation results of some adjunctive parts. In this paper, we present an IE-driven machine translation approach to provide brief and informative translations. Firstly, the key information of a source sentence is obtained through information extraction. Secondly, skip machine translation is performed on the basis of the extracted information. The whole process, which is based on domain-specific patterns, is illustrated in this paper. The key techniques for information extraction and skip machine translation are also described. The experimental results show that our approach is able to provide better translation results compared with two conventional machine translation systems. This case study shows the effectiveness of introducing IE technology into machine translation of instant news. 
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1. Introduction
Synchronized multilingual release of instant news plays an important role in sports activities such as Olympic Games. For such an application a promising solution is to automatically accomplish the task (or most of the task) by machine translation (MT), a technology that has shown success in many other similar applications (Cao and Yao 1997; Liu and Yu 1998; Liu et al. 2001; Cheng et al. 2004). However, it is not adequate to apply the state-of-the-art MT systems to this field in a straightforward way. In such tasks, it is essential to provide the readers or audience with the gist of a concerned piece of news, which poses a high requirement on clarity and readability of the translation for the purpose of a quick browsing and a clear understanding. From an information-browsing point of view, an interested browser would place his focus upon some informative key points and ignore the trivial. For example, issues such as who is the winner, what the score is or the current state of a match, often attract more focuses during a sport activity. Unfortunately, most current systems are not appropriate for such a requirement. On the contrary, they are designed to translate every part of a source sentence without distinguishing the important parts from the others. This casts the problem that the translations of major information are often interfered by the bad translations of some adjunctive parts, which makes the results hard to read and thus hinders effective browsing of information. Especially for some complicated long sentences, unacceptable translations may be resulted by some MT systems. For example, a conventional MT system translates the Chinese sentence in Figure 1 (a) into (b). Although every component of the source sentence has been translated, the whole translation is still hard to understand – the idea that the source sentence expresses is interfered by the poor translation of trivial parts. 


[image: image1.emf]( a )   阿根廷队在世界杯 F 组最后一轮比赛中被瑞典队 1 比 1 逼和。   (The  Argentine team  is forced to a draw of 1 - 1 by the Sweden team  in the last group F match at the World Cup.)    ( b )   The Argentine team 1 is compared in the World Cup F group of last  turn of competition by the Sweden team 1 to force  a draw.     ( c )   The Argentine team  was  force d  a draw   ( of  1 - 1 )  by the Sweden team .   


Figure 1. Illustration of conventional MT vs. IE-driven MT

In contrast, if we could firstly extract key information from a sentence and then translate the sentence only according to the extracted information and skip the trivial parts (see Figure 1 (c)), the results would be more understandable and acceptable, despite of a loss of some unimportant information, and thus beneficial to instant translation and other likely information-browsing applications. 

With this intention, we present an IE-driven machine translation approach to provide brief and informative translations for instant translation of sports news. In IE-driven MT, the source sentence is divided into two parts: entities and frames. Firstly, the key information of a source sentence is obtained through information extraction. Secondly, skip machine translation is performed on the basis of the acquired information. A set of predefined information patterns and translation patterns are adopted for information extraction and skip machine translation, respectively. To improve the quality of translation, techniques such as shallow parsing and transliteration, are employed for information extraction and skip machine translation. 

The remainder of this paper is organized as follows. Section 2 gives the workflow of the IE-driven machine translation. Section 3 presents the techniques employed for information extraction. Section 4 illustrates the process of skip machine translation. Experiments and results are given in Section 5. Section 6 concludes the paper. 

2. the WORKFLOW of IE-driven machine translation
The prototype system of the IE-driven machine translation is designed for instant Chinese-English translation of sports news. Figure 2 shows the design of the IE-driven machine translation system. In general there are two procedures for the IE-driven MT prototype: domain-specific information extraction and skip machine translation. In the implementation for instant translation of sports news, the two parts are bridged up by a pattern-based mechanism, with a set of correlative patterns serving as the basic representation form of knowledge. The patterns can be divided into two classes: information patterns (IP) for information extraction and translation patterns (TP) for skip machine translation. 
The information pattern represents the skeleton of a source sentence, with informative components. The translation pattern is the translation correspondence of a certain IP in the target language, serving as the basis for translation generation. The detailed structures of IP and TP will be illustrated in later sections. 
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Figure 2. The workflow of IE-driven machine translation

The aim of domain-specific information extraction is to extract key information of a source sentence and filter out the trivial. This process is based on the information pattern, which describes the skeleton frame of the source sentence and provides the key information points. The domain-specific IE consists of two steps:

1) analyzing the source sentence into a shallow parsing tree, and

2) specifying appropriate patterns to the parsing tree and recognizing each entity of each pattern. 
Through information extraction, a reduced intermediate form of the source sentence is given with only key points, on which the skip machine translation is performed. For skip machine translation, a set of correlative patterns are used to direct the process. Based on these patterns, the skip machine translation involves the following steps:

1) transferring the intermediate form from information pattern to its corresponding translation pattern, and
2) generating the target language from translation patterns. 

Through skip machine translation, the gist of the source sentence is expected to be achieved with a brief but informative translation. 

3. Domain-specific information extraction
Our approach of information extraction is oriented to the task of instant translation of sports news, which makes it somewhat different from a traditional IE task. Firstly, as our task is to translate each piece of news and most news tips contain only one sentence, the information extraction is performed on the sentence level. Considering that the Chinese sentence can be composed in a relatively flexible way, e.g. one could simply concatenate short sentences to build a long sentence, it is necessary to apply IE to such informative sentences. Secondly, the classification of information is significantly expanded oriented to sports domain, which makes it different from standard IE tasks such as ACE and MUC (see also Table 1), but more useful and practical to our task. Thirdly, for the need of the succeeding translation, the identified entities are presented in the form of a parsing tree structure with rich features. 
3.1 Information Pattern
The key information points in the source sentence together with the relationship between them are represented in the form of information patterns (IP). More precisely, the information pattern describes the vital semantic roles and their relationship in the source sentence. For the purpose of sports news release, the key information points should provide enough information for a browser to make a basic judgment on the concerned events. However, it is difficult to identify these information points in an automatic way. In this paper, we make an assumption that the basic key information is provided by the SVO (subject-verb-object) structure of the source sentence. And the components serving as the subject, the predicative verb and the object are regarded as basic key information points of a sentence. In addition, some non-SVO components are also important (but not necessary) for providing additional information about the concerned events. These components are also regarded as additional key information in this paper (see Figure 1). The subject “the Argentine team” and the object “the Sweden team” are the concerned roles, and the predicative verb “be forced to a draw” describes the relation between these roles. These components provide enough information to judge the result of the match. However, if the score (1:1) could be provided as additional information, that would be more beneficial to the browsers. We use entity types to represent basic and additional key information components of the source sentence. There are five entity types that we think of the most importance in our information pattern oriented to sports domain, shown in Table 1
. 

	Type
	Explanation

	HUM
	Person(s), e.g. Yao Ming, David Sanchez, etc. 

	ORG
	Organizations, e.g. China, Korean team, Olympic Committee, etc. 

	SPO
	Sports games, e.g. NBA, World Cup, etc. 

	TIT
	Titles in sports, e.g. champion, the first, gold, etc. 

	SCO
	Scores in sports, e.g. 2-3, 2.45m, etc. 


Table 1. Major entity types in information pattern

An information pattern is composed by pivot words and entities, named as slots. From the point of view that the predicative verb is the core of the structure of a sentence, the information pattern is organized and classified by the predicative verb. This is similar to (Sui and Yu 1998; Yuan 2005), despite that in our pattern the predicative verb is given explicitly by tokens rather than by types. Besides predicative verbs, some functional words such as "被(bei4)" and "把(ba3)" can also describe the relations between entities and cannot be ignored. Such functional words and the predicative verb together serve as pivot words in an IP. The arguments of the predicative verb are represented by the possible entity types. Figure 3 shows some examples of information patterns. In these examples, information patterns having similar frames with the same predicative verb are combined. 
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Figure 3. Examples of information patterns

As an explanation, the first IP in figure 3 means that a person or an organization (Slot 0) defeated another person or organization (Slot 4) by a certain score (Slot 2). For the convenience of translation, each slot (pivot word or entity) of the IP is indexed. Note that an IP can have no repetitive entity types for a slot, as shown in the third example. 
Because there are no enough corpora for automatic acquisition of patterns, we adapted the information pattern and translation pattern by manual. Please refer to (Han et al., 2004) for detailed information. 

3.2 Shallow Parsing
The shallow parsing we present differs from chunking in that it yields a full-parsing-style tree but without some top-level nodes. Such shallow parser is able to provide more structural information, which is beneficial to both IE and MT. A Cascaded HMM-based model is adopted to parse the source sentence into a layered structure (Figure 4). 
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Figure 4. A shallow parse tree

At each layer of the parse tree, we generate the Viterbi sequence of phrasal tags for the next layer by a third-order hidden Markov model. 

Let the input sequence (i.e. phrasal labels of child nodes)
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The detailed description of this model is given in (Meng et al. 2003; Qi et al. 2004). 

There are three advantages to use the cascaded HMM-based model against popular head-driven model (Collins 1999). Firstly, the former achieves better performance for base phrases than the latter. Secondly, the cascaded HMM-based model is able to achieve a high speed, which is essential to instant translation. Thirdly, the cascaded HMM-based model is much more robust than the head-driven model.  

3.3 Pattern matching and entity recognizing

This process includes discovering appropriate information pattern for the source sentence and recognizing the entity for each pattern slot, as shown in Figure 5. 

[image: image10.emf]PATTERN_MATCHING( parse_tree ):    1  pattern_set  = ()   2  for each verb  v  on the top level of the shallow parse tree   3     for each pattern  p  with predictive verb  v   4       for each slot  s  left to  v   5         if( not RECOGNIZE_ENTITY( s , parse_tree ))   6           goto NEXT_PATT ERN   7       for each slot  s  right to  v   8         if( not RECOGNIZE_ENTITY( s , parse_tree ))   9           goto NEXT_PATTERN   10       add_to( pattern_set ,  p )   11     NEXT_PATTERN:    12 return  pattern_set   RECOGNIZE_ENTITY( s , parse_tree )   1 for each subtree  t  next to the previous  tagged  subtree  t 0   2    if(Is_Possible_Entity_Type( t , s ))   3     tag  t  as Entity_Type( s ) and  fill  s  with  t   4      return TRUE   5 return FALSE  


Figure 5. Pseudo-code of algorithm of pattern matching and entity recognizing

First, the predicative verb of a sentence is identified and all IPs with the same predicative verb are selected as candidates. Then each subtree to the left and right of the predicative verb is tried to fill into the pattern slot according to its entity’s type, respectively. If successful, the subtree will be related to the slot and recognized as an entity. Finally, conflicted and unmatched patterns are eliminated. The detailed algorithms can be found in (Qi et al. 2004). 

A compound sentence usually consists of several clauses and has more than one predicative verb, thus may be matched with multiple information patterns. Therefore, a compound sentence is decomposed into several simple sentences through pattern matching. When these clauses share the same subject, usually only the subject of the first clause is preserved, and the subjects of the rest are omitted. To tackle the subject-omitting problem, we make an assumption that an IP with only subject unmatched shares the subject of the previous clause. For example, the following sentence matches both of information patterns (1) and (2) though the subject of the second clause is omitted. 
新西兰98-85击败委内瑞拉，顺利晋级复赛。[New Zealand defeated Venezuela by 98-85 and rose in rank.]

(1) 击败: 0:org+2:sco+3:击败+4:org
(2) 晋级: 0:org+2:晋级
4. Skip MAchine translation
By the above IE step, the key information of the source sentence is extracted and other parts are thrown off. The extracted information can be divided into two parts: the skeleton frame of the source sentence, which is described by the information pattern, and each primary component of this skeleton frame, which is organized in a tree structure. The two parts compose the intermediate form for translation. Translating only the extracted information indicates to skip some parts of the source sentence that are regarded as trivial. Thus the approach we present is referred to as skip machine translation, which is based on translation patterns (TP).  

4.1 Translation Pattern

Each IP for the source sentence has an associated TP in the target language. In general, a TP is composed by a series of slots and some inserted words or phrases. In addition to those elements, a TP may have as well one or more transformation rules. Any element of an IP can be related to a slot in the associated TP. Figure 6 shows an example of a correlative pair of IP and TP. 
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Figure 6. Correlative pair of IP and TP
As shown in Figure 6, the correspondence of slots between IP and TP is identified by the slots’ position numbers in IP. Inserted words or phrases, following a special identifier "I", replace slots of pivot words in IP for the convenience of translation. The example shown in Figure 6 has a transformation rule applied to the predicative verb "defeat". The transformation rule is to be discussed in the rest of the paper. An asterisk means no special rules applied to that slot. 

For translation of entities, a set of rules is used. Rules have a similar form to the above-mentioned translation patterns, but are adapted on the phrase level. The detailed illustration of rules will be given in a later section. 

4.2 Pattern transfer
The first step of the skip translation is to transfer the intermediate form based on an IP to the corresponding form based on the associated TP. 
The intermediate form produced by the IE step contains an IP and some parts of the shallow parsing tree as its slot fillers. To bind the parsing tree nodes to the related slots, a list of these tree nodes is kept in accordance with the slot order in the IP. When transferring from IP to TP, the list needs to be modified to keep consistency. This process includes:

1) reordering the elements in the IP's slots by their new order in the TP, 

2) eliminating constant slots that do not appear in the TP, 

3) substituting IP with TP. 

Some additional information is also related to each leaf node in many aspects, including syntactic, semantic and pragmatic features of the concerned word as well as a list of candidate translations. These features are static as they do not shift in translation. There is no need of transferring the source shallow parsing tree, or even the extracted parts, to a target tree; we have left this task to generation. 

4.3 Generation
The second step of the skip translation is generation. In this step, the translations of pattern slots are firstly generated and then synthesized to produce the whole translation of a TP. 
4.3.1 Translation of entities

A pattern slot is represented in the form of a subtree of the shallow parsing tree, which can be viewed as a syntactic phrase. To translate this phrase, the subtree is traversed from the bottom to the top. For each node of the subtree, a relevant rule (i.e. phrase-level rule) is selected and corresponding logic is invoked to generate the translation of the node. Since the subtree yielded by shallow parsing is usually not structurally complicated, the rule is designed to convert the source structure directly into the target translation by the syntax of the target language. 
A rule consists of a left-hand-side (LHS) and a right-hand-side (RHS). The LHS represents the features of a subtree. These features are described by a large-scale complex feature set, including both syntactic and semantic aspects, similar to (Zhao 1997). The RHS involves four types of components: combination indicators, tree node slots, inserted elements and feature transferring rules. The combination indicator indicates the way to combine the children of a tree node and appoints the head node. The tree node slot and inserted element compose the pattern of the translation. Some features of a child node, such as person, tense, number and voice should be transferred to its parent, which is decided by the feature transferring rule. Figure 7 shows an example. In this rule, the LHS means that the part-of-speech of the first child node is “m (number)”, the surface word of the second child node is “点(dian3, point)”, the part-of-speech of the third child node is “m” and the surface word of this child node is not “点”. In the RHS of this rule, the combination indicator “(1,0,1,2)” indicates to set the second child node as the head of the whole phrase, the inserted element “I: point” indicates to insert word “point” at that position, the tree node slots “0:*” and “2:*” indicate to translate the first and third child nodes according to the lexicon, and the feature transferring rule “[Num=Plu]” indicates to add a feature of plural in number to the parent node. 
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Figure 7. An example of the rule

One difficulty in translation of entities is how to translate person names. In most cases, the person names that occur in sports news are out-of-vocabulary (OOV) words and it is difficult to maintain a large vocabulary of names. We roughly divided these names into Chinese names and foreign names. For Chinese names, we straightly replace each character of the name with its Pinyin form. Note that it is not a perfect solution because of polyphonic characters. For foreign names, we perform Chinese-English machine transliteration, using the grapheme-based model (Zhang et al. 2004). 
4.3.2 Synthesis

In this step, the translations of pattern slots are concatenated with the inserted words to produce complete translation for a TP. 
An important issue of synthesis is the flection of words. As only a part of source sentence is presented in TP, there may be a lack of enough information that is necessary for flection of some pattern slots. To generate a grammatically correct translation, we apply transformation rules to these slots. A transformation rule consists of a type name, the concerned slot or word, and some parameters that indicate how to perform the flection on the translation of the concerned element. The form of a transformation rule is as follows. 

type_name({slot_number|word}, [[parameter1=value1], …])

For example, the transformation rule shown in Figure 6 (in Section 4.1) means to transform the verb "defeat" in its past tense and with its number consistent with Slot 0. 
The transformation rule can be invoked by explicit value of its parameter, or by a slot number. In the latter case, the parameter is required to keep consistent with the flection features of that slot filler. This provides flexibility for transformation. For example, the transformation rule “_Predv(defeat,Person=1,Num=1,Tense=Present)” indicates the number and person of the predicative verb should be consistent in number with Slot 1. So if the phrase in Slot 1 is in third-person singular form, the verb “defeat” should be changed into “defeats”. If a transformation rule is applied to a phrase, the flection is performed on the head of that phrase. 
By the IE step, a compound sentence is decomposed into several simple sentences. It is expected that the translations of these sentences be recomposed as a whole for the convenience of browsing. The recombination step is taken as an additional post-processing step in the case of multiple pattern matching, e.g. co-ordinate clauses are reassembled and the correlative subjects are merged, as shown in Figure 8. 
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Figure 8. Recombination of co-ordinate clauses
5. EXPERIMENTAL RESULTS

To investigate the effectiveness of the IE-driven machine translation, we compared the translation quality of our prototype system with that of two conventional non IE-driven machine translation systems. 

5.1 Evaluation metrics

Since some parts of the source sentence are skipped in our approach, the automatic evaluation methods for machine translation such as BLEU (Papineni 2001) or NIST are not feasible to our case. Therefore we utilized human evaluation with two metrics: intelligibility and fidelity. We divided each metric into four grades, as shown in Table 2. 

	Grade
	Intelligibility
	Fidelity

	A
	Perfect translation without grammatical or logical errors
	Expressing all the contents of the source sentence without any loss of information

	B
	Understandable translation with some minor grammatical errors
	Expressing the major contents of the source sentence, missing some trivial information

	C
	Ambiguous translation with some grammatical or logical errors
	Expressing parts of the contents of the source sentence, missing some key information

	D
	Unintelligible translation
	Totally different from the source sentence or unacceptable 


Table 2. Human evaluation metrics

5.2 Experiments

We carried out two experiments to evaluate the performance of our domain-specific IE approach. 

Firstly, we compared our IE-driven MT system (IE-driven MTS) with two conventional MT systems, a previously developed knowledge-based MT system (KBMTS) and a popular web translation system (SYSTRAN
). The test set contains 352 Chinese sentences selected in the categories of sports news from www.peopledaily.com.cn, www.sina.com and www.sohu.com. Among these sentences, 298 sentences are matched with patterns, 54 sentences are left out (a coverage of 84.7%). These unmatched sentences were translated with default patterns. We presented the evaluation results on all sentences and pattern-matched sentences, respectively (Table 3, Row 3-8). 

Row 3, 5 and 7 show the evaluation results on all the test sentences. From these results, we can see that the IE-driven MT gives much higher percentage of the perfect translations than the two conventional systems. On the other hand, ambiguous or unintelligible translations are effectively reduced by our approach. As to fidelity, the IE-driven MT provides a total of 73.5 percent of translations without any loss of key information (A and B). Though this is lower than either of the two conventional systems, we think this result is satisfactory because many translations produced by the conventional systems with a relatively high grade on fidelity have a low grade on intelligibility. These translations contribute little to information browsing. 

Row 2, 4 and 6 show the evaluation results when the unmatched sentences are dropped. We can see that percentage of the perfect translations grows for IE-driven MT, while those of the two conventional systems do not change much, which shows the efficiency of domain-oriented patterns. As to fidelity, there is only a little drop in the percentage of translations with all key information points reserved (from 73.5% to 72.8%). 

	System
	Intelligibility
	Fidelity

	
	A
	B
	C
	D
	A
	B
	C
	D

	IE-driven MTS (w GP)
	27.3
	46.6
	21.0
	5.1
	26.1
	47.4
	25.3
	1.1

	IE-driven MTS (w/o GP)
	32.2
	50.3
	15.8
	1.7
	20.8
	52.0
	25.8
	1.3

	KBMTS (w GP)
	1.4
	36.9
	46.3
	15.3
	70.7
	11.1
	16.8
	1.4

	KBMTS (w/o GP)
	1.7
	39.3
	45.0
	14.1
	72.5
	10.1
	15.8
	1.7

	SYSTRAN (w GP)
	8.0
	46.6
	39.8
	5.7
	67.6
	14.8
	13.6
	4.0

	SYSTRAN (w/o GP)
	8.4
	50.0
	36.6
	5.0
	71.1
	12.8
	12.1
	4.0

	IED-KBMTS (w GP)
	5.4
	50.9
	37.2
	6.5
	26.1
	46.3
	25.3
	2.3

	IED-KBMTS (w/o GP)
	6.4
	56.0
	34.2
	3.4
	20.8
	50.7
	26.5
	2.0

	IED-SYSTRAN (w GP)
	14.5
	48.0
	33.2
	4.3
	22.4
	46.6
	27.3
	3.7

	IED-SYSTRAN (w/o GP)
	15.4
	51.3
	29.5
	3.7
	17.4
	49.0
	29.9
	3.7


Table 3. Evaluation results of IE-driven MT and conventional MT (%)

To investigate the performance of the two conventional MT systems when only the key information of a sentence is concerned, we conducted the second experiment, in which the input to the two conventional MT systems is only the components in the IPs. To do this, we extracted the surface words from each slot in the IP and concatenated them to make a ‘reduced’ sentence of the original source sentence. Then we fed the conventional MT systems with these ‘reduced’ sentences. The result is shown in Table 3, Row 9-12. Row 9 and 10 show the evaluation results on KBMTS, in which the intelligibility is significantly improved. The evaluation results on SYSTRAN (Row 11 and 12) also show similar trends. This indicates that the IE technology may be helpful to conversional MT systems as well. As to fidelity, both of the conventional MT systems yield a similar result to the IE-driven MT system, as only the key information is kept in the input sentences. On the whole, the IE-driven MT approach outweighs all the other methods in intelligibility without much drop in fidelity. 

5.3 Analysis and discussion

Table 4 shows some translation results of our prototype IE-driven system and the conventional systems. With domain-specific patterns, the IE-driven system is able to yield brief and informative translations oriented to sports domain. The conventional systems are likely to make grammar mistakes in tense and word sense (see Example (2), both conventional systems fail to give correct translation of “出局(chu1ju2, elimination)”). Moreover, the conventional systems yield unclear results for long sentences (Example (3)). When substituting these sentences with the ‘reduced’ sentences in the form of IPs, the results become clearer, but with some grammar mistakes. This indicates that conventional MT systems may need an adaptation before the IE technology could be applied. 

	(1) 新西兰98-85击败委内瑞拉,顺利晋级复赛.

IM: New Zealand defeated Venezuela by 98 - 85 and rose in rank.

KB: New Zealand 98 -85 defeat Venezuela, smoothly rise in rank the intermediary heat.

SY: New Zealand 98-85 defeats Venezuela, smoothly is promoted
IKB: New Zealand 98 -85 defeat Venezuela. New Zealand rise in rank. 

ISY: New Zealand 98-85 defeats Venezuela. New Zealand is promoted. 

	(2) 张德培过关，桑切斯出局。

IM: Zhang Depei [张德培] passed the test. Sanches [桑切斯] lost.

KB: Zhang Depei passes a barrier, Sangqiesi out.

SY: Michael Chang goes through a strategic pass, Sanchez leaves office.
IKB: Zhang Depei passes a barrier. Sangqiesi outs. 

ISY: Michael Chang goes through a strategic pass. Sanchez leaves office.

	(3) 阿根廷队在世界杯F组最后一轮比赛中被瑞典队1比1逼和。

IM: The Argentine team was forced on a draw-end by the Sweden team.
KB: The Argentine team in World Cup F one match of the end of in by the Sweden team 1 than 1 force a draw.

SY: The Argentine team 1 is compared in the World Cup F group of last turn of competition by the Sweden team 1 to force a draw. 

IKB: Argentina team forces a draw by the Sweden team. 

ISY: The Argentine team forces a draw by the Sweden team. 


Table 4. Some translation results of our IE-driven system and the conventional systems

(IM=IE-driven MTS; KB=knowledge-based MT system; SY=SYSTRAN; IKB= knowledge-based MT system, only IPs inputted; ISY= SYSTRAN, only IPs inputted)

Further analysis of these results shows that most of the poor results produced by the IE-driven MT can be attributed to the following reasons. 

The first reason is the translation mistakes of entities. The reason is due to the lack of appropriate translation rules or the lack of lexicon entries. This is likely to occur if the relative phrase has a long modifier with omissions or redundancies. For example, “女子500米计时赛比赛的冠军(the champion of women's 500m time trial)” is translated into “champion of match of 500 meters matches of the reckon by time of woman”. The abbreviations also cause similar problems. 

The second reason is the errors derived from shallow parsing. A frequently occurred case is the incompleteness of recognized elements, which results in an information loss for translation. For example,  “[中国跳水及羽毛球队选手]HUM(China’s athletes of diving and badminton team)” is recognized as “[队选手]HUM(athletes of team)” and thus translated into “player of team”. 

The third reason is the translation errors of person names. One of the frequent errors is to take foreign names as Chinese names or vice versa. For example, most Korean and Japanese person names are translated the same way as Chinese names because they have similar composition.

Besides, the translation speed of our system is about 12 sentences per second on average on a Pentium4TM 3.2 GHz CPU machine. It is an applicable speed to instant translation. 

6. CONCLUSION

In this paper we present an IE-driven machine translation approach and describe our implementation of a prototype system on the instant translation of sports news. In contrast to conventional approaches, the proposed approach is designed to perform skip translation and thus is able to give a brief outline of the source sentence through translation, which is beneficial to information browsing. In our approach the information extraction technology could help translation of instant news in two aspects: first, the important components of the source sentence and their relationships are extracted by IE; second, the task of translation is relieved and the content to be translated is narrowed by IE. With information extraction and skip machine translation, the key information points of the source sentence are translated and other parts are left out. Experimental results have shown that the proposed approach is able to yield more intelligible translations than conventional approaches. 

There are some interesting topics for further research. Firstly, automatic detection of important information against the unimportant of a sentence deserves a further study. This could be done in a semi-supervised way, with a small set of tagged texts as seeds. Secondly, nationality has a significant effect on translation of person names. This indicates a detailed division of person names with sophisticated methods for both nationality detection and transliteration. Thirdly, the present algorithm for pattern element recognition has some problems in bracketing the boundaries of an entity. We propose to improve it with a deep analysis of contextual syntactic and semantic features. Finally, we observe that most of translation mistakes are caused by the lack of relative translation knowledge. It is a long-term research topic to develop sophisticated methods to solve the bottleneck of knowledge acquisition. 
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appendix: parts of profile of patterns

@捧杯

英超/nm -/sym 阿森纳/ny捧杯/vg ，

1#hum/org+捧杯

1#0:Head=hum/org+1:捧杯

1$0:*+I:_Predv(hold,Num=0,Tense=Past)+I:up the cup

@续约

贝克汉姆/ny 正式/a 续约/vg 曼/a 联/vg ，/wo

1#hum/org+续约+org/hum

1#0:Head=hum/org+1:续约+2:Head=org/hum

1$0:*+I:_Predv(extend,Num=0,Tense=Past)+I:the contract with+2:*
@出师

韩国乒乓女队出师不利。

1#hum/org+出师+不利

1#0:Head=hum/org+1:出师+2:不利

1$0:*+I:_Predv(make,Num=0,Tense=Past)+2:a bad beginning
@取胜

中国/nd 队/nj以/p 3:0/sym 取胜/vg 。/wj

1#org/hum+[以]+[sco]+取胜

1#0:Head=org/hum+1:[以]+2:[Head=sco]+3:取胜

1$0:*+I:_Predv(win,Num=0,Tense=Past)+2:[by+*]
@引进

江苏/nd 女排/ng从/p 该/r 队/nj 引进/vg 主攻手/nc 尹/nx 琳/nm 。/wj

1#hum/org+从+org+引进+hum

1#0:Head=hum/org+1:从+2:Head=org+3:引进+4:Head=hum

1$0:*+I:_Predv(introduce,Num=0,Tense=Past)+I:_Objform(4)+1:from+2:*
@轻取

女排/ng 世/q 锦/ng 赛/ng -/sym 中国/nd 队/nj 轻取/vg 澳大利亚/ny 队/nj 。/wj

1#hum/org+轻取+hum

1#0:Head=hum/org+1:轻取+2:Head=hum

1$0:*+I:_Predv(defeat,Num=0,Tense=Past)+2:*+easily
@打败 10

他/r 的/usde 队友/ng 打败/vg 埃里克松/ny 的/usde 队伍

在/p 北京/nd 4/m 月/q 11/m 日/q 举行/vg 的/usde 标准/ng 杆/ng 三/m 竿/ng 的/usde 挑战/ng 赛/ng 中/f 津巴布韦/ny 的/usde 尼克·普莱斯/ny 打败/vg 卡尔/ny 卡/vg 为/vg 查

日本/nd 队/nj 在/p 贝鲁特/ny 1/m 比/p 0/m 打败/vg 沙特/ny 队/

1#org/hum+[sco]+打败+org/hum

1#0:Head=org/hum+1:[Head=sco]+2:打败+3:Head=org/hum

1$0:*+I:_Predv(beat,Num=0,Tense=Past)+3:*+[I:by+1:*]

他们/r 在/p 罚球/vg 线/ng 上/f 将/p 我们/r 打败/vg 了

3#hum+将+org/hum+打败

3#0:Head=hum+1:将+2:Head=org/hum+3:打败

3$0:*+I:_Predv(defeat,Num=0,Tense=Past)+2:*
� In fact, we have extended some general-purpose classes to these types and dealt with time and location in a special way, but an in-depth discussion is beyond the scope of this paper. 


� http://www.systranet.com/systran/net
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(a) 阿根廷队在世界杯F组最后一轮比赛中被瑞典队1比1逼和。


(The Argentine team is forced to a draw of 1-1 by the Sweden team in the last group F match at the World Cup.) 


(b) The Argentine team 1 is compared in the World Cup F group of last turn of competition by the Sweden team 1 to force a draw. 


(c) The Argentine team was forced a draw (of 1-1) by the Sweden team. 
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PATTERN_MATCHING(parse_tree): 


1 pattern_set = ()


2  for each verb v on the top level of the shallow parse tree


3  
for each pattern p with predictive verb v

4  

for each slot s left to v

5  


if( not RECOGNIZE_ENTITY(s,parse_tree))


6  



goto NEXT_PATTERN


7  

for each slot s right to v

8  


if( not RECOGNIZE_ENTITY(s,parse_tree))


9  



goto NEXT_PATTERN


10
 
add_to(pattern_set, p)


11  
NEXT_PATTERN: 


12 return pattern_set

RECOGNIZE_ENTITY(s,parse_tree)


1 for each subtree t next to the previous tagged subtree t0

2 
if(Is_Possible_Entity_Type(t,s))


3

tag t as Entity_Type(s) and fill s with t

4 

return TRUE


5 return FALSE


_1212151559.doc
0:Cate=m+1:W=点+2:Cate=m+2:!=点->(1,0,1,2)+0:*+I:point+2:*+[Num=Plu]
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0:{ORG|HUM}+1:{以|凭借}+2:SCO+3:击败+4:{ORG|HUM}


0:*+I:_Predv(defeat,Num=0,Tense=Past)+4:*+I:by+2:*



_1197317708.doc
Original: 新西兰98-85击败委内瑞拉，顺利晋级复赛。


IE: (1) [新西兰]ORG [98 - 85]SCO击败 [委内瑞拉]ORG

   (2) [新西兰]ORG 晋级


Skip translation: New Zealand defeated Venezuela by 98 – 85. 


New Zealand rose in rank. 


Recombined: New Zealand defeated Venezuela by 98 – 85 and rose in rank.


_1197228047.doc
(1)击败 0:{ORG|HUM}+1:{以|凭借}+2:SCO+3:击败+4:{ORG|HUM}


(2)争夺 0: {ORG|HUM}+1:争夺+2:TIT


(3)助攻 0:HUM+1:助攻
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