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Abstract Dialogue act classification is an important component of dialogue man-
agement, which captures the user’s intention and chooses the appropriate response
action. In this paper, we focus on the dialogue act classification in reference in-
terviews to model the behaviors of librarians in the information seeking dialogues.
Reference interviews sometimes include rare words and phrases. Therefore, the ex-
isting approaches that use words as units of input often do not work well here. We
used the byte pair encoding compression algorithm to build a new vocabulary for
the inputs of the classifier. By using this new unit as a feature of the convolutional
neural network-based classifier, we improved the accuracy of the dialogue act clas-
sification while suppressing the size of vocabulary.

1 Introduction

Requests from users for information retrieval systems are often ambiguous, so this
property makes it difficult to provide the exact information related to the real de-
mand of a user in the information seeking process [16, 5]. It is known that clarifi-
cations such as “confirmation” or “asking for background information” help to find
the requested information. A reference interview, a chat-style information-seeking
dialogue at the reference service in a library, is an example of information seeking
dialogue with these clarification action. Conducting this kind of reference inter-
view in advance improves the accuracy of information provision in the reference
service[7, 6]. We focused on reference interview for modeling the librarians’ behav-
ior to create a system that can provide information through interactions, even if the
intention of the user at the first utterance is ambiguous.
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To model the response strategy, we focused on the task of dialogue act classifi-
cation in the reference interview by using Inoue’s dialogue act tag set [3]. We con-
structed classifiers with convolutional neural network (CNN), known as the state-of-
the-art classifier using statistical methods [11]. To model the classifier with neural
networks, we need enough training data with labels, which is difficult to obtain be-
cause the number of labeled dialogue data is limited. A trained model sometimes
does not work well due to the lack of training data for rare and unusual words.

Subword approach is known as for reducing this problem [4]. On the other hand,
information-seeking dialogues include phrases such as “May I help you?” and “Hold
on, please”. Using word units for this kind of expressions wastes the feature space
and decrease the accuracy of classification. We implemented byte pair encoding
(BPE) compression algorithm for effective use of the CNN feature space. Our inves-
tigation confirmed that the BPE-based features improve the accuracy of the dialogue
act classification while suppressing the size of the vocabulary to be used.

2 Reference Interview in Libraries

Librarians in libraries provide documents that may contain answers to the user’s
questions. They try to clarify the information requirements of the user through a
reference interview by asking about the subject, background, purpose, and motiva-
tion [8]. This kind of dialogue attracts high attention in the field of dialogue system
research and is known as “information navigation” [16].

2.1 Corpus

We use chat logs of a virtual reference service QuestionPoint as the corpus [7, 6].
This corpus consists of 700 sessions of 12,634 utterances. Meta-data labels of the
participants, dates, and times are given for each utterance. Personal information
(user’s name, email address, etc.) are anonymized.

Table 1 shows an example dialogue of the virtual reference interview. In this
example, the librarian clarifies users background information (examination at school
the next day, the grade of the user, search histories, etc.).

2.2 Dialogue Act in Reference Interview

In dialog systems, it is impractical to define comprehensive behaviors of the system
by rules. Recent works tackle this problem with data-driven approaches, which learn
behaviors of the system from dialogue corpora with statistical methods such as re-
inforcement learning [17, 15]. However, a data-driven approach requires very large-
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Table 1 Example of virtual reference interview.

ID Utterance
P1 here is a current in a metal wire due to the motion of electrons. sketch a possible path for the

motion of a single electron in this wire, the direction of the electric field vector, and the direction
of conventional current.

P2 you can just describe what they would look like
L3 Just a moment, please....
P4 Thanks
L5 Is this for a school assignment and if so what is your grade level?
P6 Im a junior in high school... its for a physics class... i have a test tomorrow and this stuff and Im

still shakey on it
L7 What part of your physics books this question comes from: electricity?
P8 ya
L9 Let me check
L10 Hold on please
P11 ok
L12 I am still checking
L13 Hold on please
L14 http://www.swansontec.com/set.htm
L15 The source that I just sent has good graphics that shows the electic currents
L16 And the graphic is animated so you can see the movement
L17 Can you see the page?
P18 yes
L19 Let me check for more hold on please

scale datasets [16]. Using dialogue act is known to avoid this problem. Dialogue acts
are defined as tags that indicate the intention of each utterance in dialogues [13].

In the dialogue acts of reference interviews defined by Inoue [3], librarians and
users have two dialogue act categories to process the interview: 1) information trans-
fer to request or provide information and 2) task management to assign or commit
to tasks.

They also have two other dialogue act categories for smooth communication:
3) social relationship management to manage socio-emotional aspects of commu-
nication, and 4) communication management to manage physical aspects of com-
munication. These four fundamental categories of dialogue acts are called dialogue
act functions (DAF). They have detailed tags to model the behavior of participants,
which is called dialogue act domain (DAD). The detail of the dialogue act definition
are shown in Table 2.

3 Dialogue Act Classification for Reference Interview

A reference interview is an open-domain task, so the dialogues often contain out
of vocabulary (OOV) words and low-frequency words. It is very difficult to train
a good statistical model to classify utterances into dialogue act classes if there are



4 Seiya Kawano, Koichiro Yoshino, Yu Suzuki, and Satoshi Nakamura

Table 2 Dialogue act tags in reference interview.

Dialogue Act Function (5 classes) Dialogue Act Domain (19 classes)
Information Transfer Information Problem
- Infomration Provision Search Process
- Infomration Request Information Object

Feedback
Other

Task Management Librarian’s Task
User’s Task
Other

Social Relationship Management Greeting
Valediction
Exclamation
Apology
Gratitude
Downplay
Closing Ritual
Rapport Building

Communication Management Channel Checking
Pausing
Feedback

many OOVs. Furthermore, the feature space will be wasted on some typical and
frequent expressions if we use conventional word-based features. Such expressions
can be compressed into one dimension of the feature vector. Therefore, we trained a
domain-dependent tokenizer based on BPE, which is optimized with entropy, from
the reference interview corpus to make efficient inputs for the dialogue act classifier.

3.1 Byte Pair Encoding

Byte pair encoding (BPE) is a simple form of data compression that recursively
concatenates frequent consecutive symbols into one symbol to reduce the entropy [2,
12]. Symbols (vocabularies) defined in BPE for texts start from a set of characters.
Thus, it can reduce the number of low-frequency words that often are OOVs in the
test-set. On the other hand, BPE can create a long symbol if the set of characters is
frequent. Although BPE was originally proposed in the field of data compression,
Sennrich et al. [9] applied BPE to create a vocabulary for neural machine translation
in order to reduce the number of OOVs. They also reported that reducing of the
number of OOVs improved the bilingual evaluation understudy (BLEU) score of
machine translation.

In this paper, BPE is regarded as a domain-dependent feature extractor and
trained as a tokenizer to create a new unit. We need to give a size of vocabulary
before the BPE training, which is decided by the number of initial symbols (= char-
acters) and the number of merge operations of BPE. While Sennrich et al. [9] con-
sidered subwords in each word, we considered spaces as one token and trained the
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tokenizer to extract not only subwords but also set phrases. We used SentencePiece1

as the implementation of byte pair encoding.

3.2 Dialogue Act Classification Using Convolutional Neural
Network

We used convolutional neural networks (CNN) [10] for dialog act classification. We
tokenized each utterance into sequences of BPE units and made a matrix for each
utterance as shown in Figure 1. Each unit was converted into a fixed length embed-
ding vector. These vectors were placed as columns according to the sequence of the
original units. We used 0-padding because the number of columns was set as the
maximum number for units of one utterance. Our CNN consists of one convolution
and global max-pooling layer, four hidden layers and a softmax output layer. Batch
normalization was set for each layer, and RMSProp was used as the optimizer. The
initial value of the word embedding vector was set randomly.

Fig. 1 The Input Generation to CNN.

1 http://github.com/google/sentencepiece
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4 Experimental Evaluation

4.1 Experimental Settings

In the Online Computer Library Center (OCLC) virtual reference interview dataset,
200 sessions are annotated with dialogue acts (200 labeled sessions) by Inoue [3]
and the other 500 sessions do not have any annotations of dialogue acts (500 un-
labeled sessions). In the dialogue act classification, we use 200 labeled session of
5,327 utterances with 10-fold cross-validation. The remaining 500 session of 7,307
utterances are used to learn the tokenizer and embed of the trained BPE units.

We examined the CNN-based classifier with the BPE units under several vocab-
ulary settings. We prepared CNN based classifiers with word units and character
units for comparison. The optimal parameters of CNN adopted for the experiment
are listed in Table 3.

Table 3 Parameter settings for CNN.

Arguments Hyper-parameter
Dimension of word embedding 50, 100
Max length of segmentation 300, 100, 50
Number of filters 128 256
Kernel size of convolution 2 3 5
Stride length of convolution 1

We also prepared classifiers based on multi-layer perceptron (MLP) and random
forests (RF) algorithm by using features in previous works [18, 14]: 1) Bag-of-
words (BoW), 2) Bag-of-bigrams (BoB), 3) Text segmentation length, 4) Speaker
type (librarian of user), and 5) Message position in the dialogue.

4.2 Experimental Results & Discussions

Table 4 summarizes the results of the dialogue act classification in each setting. We
targeted from 100 to 1000 as the vocabulary size of each BPE. However, the vo-
cabulary is trained on difference dataset (500 unlabeled sessions), and some words
were unseen in the training data (200 labeled sessions) of the classifier. Vocab is
the size of the vocabulary, DAF and DAD are the accuracies of labeling for each
category, OOV is the average number of OOVs in cross-validation. Maximum and
Average Word Length means the maximum and the average of the units used in the
classifier. As seen in Table 5, the BPE reduced the number of OOVs compared to
the word-based methods, although there are fewer BPE units than words. In the fol-
lowing text segmentation example of BPE, if the vocabulary size is 100, tokens are
similar to characters and only frequent words are tokenized. Frequently words (such
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Table 4 Accuracies different dialogue act classifications

Methods Vocab DAF DAD OOV Maximum
Word
Length

Average
Word
Length

Average
Text
Length

BPE-unit-level CNN 97 0.8601 * 0.7175 0.0 4 1.5 60.6
BPE-unit-level CNN 197 0.8684 *** 0.7256 * 0.0 10 2.5 46.35
BPE-unit-level CNN 295 0.8622 *** 0.7209 * 0.0 10 2.8 41.1
BPE-unit-level CNN 395 0.8620 ** 0.7130 0.0 12 3.2 37.8
BPE-unit-level CNN 494 0.8570 ** 0.7122 0.0 13 3.4 35.8
BPE-unit-level CNN 592 0.8585 ** 0.7141 0.2 13 3.5 34.3
BPE-unit-level CNN 686 0.8585 0.7092 0.4 13 3.7 33.2
BPE-unit-level CNN 784 0.8556 0.7091 0.7 13 3.8 32.3
BPE-unit-level CNN 881 0.8536 0.7040 1.2 13 3.8 31.5
BPE-unit-level CNN 977 0.8541 0.7046 1.6 13 4.0 30.9
Character-level CNN 67 0.8538 0.7124 0.0 1 1.0 75.8
Word-level CNN 6091 0.8438 0.6937 333.9 80 6.9 16.5
Word-level LSTM 6091 0.8286 0.6745 333.9 80 6.9 16.5
MLP(BoW + BoB) 6091 0.8498 0.7119 333.9 80 6.9 16.5
MLP(All features) 6091 0.8515 0.7145 333.9 80 6.9 16.5
RF(BoW + BoB) 6091 0.8292 0.6790 333.9 80 6.9 16.5
RF(All features) 6091 0.8367 0.7008 333.9 80 6.9 16.5

paired t-test with MLP (All feature) :* p < 0.05** p < 0.01*** p < 0.001

as “how”, “help”, “information”, etc.) are tokenized according to the increasing vo-
cabulary size.

• Original utterance: do you want information on pilot mountain or rock climb-
ing? how can i help you?

• Vocab size = 100: d o you w an t i n f or m at i on on p i l o t m ou n t a
in or r o c k c l i m b ing ? h o w c an i h e l p you ?

• Vocab size = 500: do you w ant information on p il ot m ount ain or ro
c k c li m b ing ? how can i help you ?

• Vocab size = 1000: do you want information on p il ot m ount ain or ro
ck c li m b ing ? how can i help you ?

In the dialogue act classification results, the accuracy of dialogue act classifica-
tion was improved by the proposed BPE-unit-level CNN on each vocabulary size
from 100 to 1000 compared to other models, even if they do not use additional in-
formation such as the role of the speaker or appearance position in dialogue. The
word and Character-level CNN did not show better performance compared to the
conventional method based on MLP.

In respects to DAF, the proposed methods estimated the dialogue acts with high
accuracy. However, accuracies of DAD were not high enough, being only 0.7256 in
the best condition. This can be improved by considering some additional informa-
tion such as dialogue history. We also analyzed misclassified examples and found
that there were some ambiguities caused by the annotation. Some utterances of par-
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ticipants had several roles, but the original annotation scheme did not allow to anno-
tate multiple dialogue acts to one utterance. Such ambiguity of annotations should
be eliminated to improve annotation. Below are some examples of utterances that
should have multiple dialogue acts.

• thank you so much. this looks great. can you find any reasons why tea would do
this? (Social:Gratitude, Info:Problem)

• ”Name”, welcome to maryland askusnow! i’m looking at your question right
now; it will be just a moment. (Social:Greeting, Task:Librarian, Comm:Pausing)

As a solution to the problem, we can introduce the ISO24617-2 dialogue act
annotation scheme [1]. The scheme has general-purpose functions (GPF) for utter-
ances that control the contents of dialogues, and domain-specific functions (DSF)
that process the dialogues. This scheme allows to annotate multiple DSF tags for
one utterance.

5 Conclusion

In this paper, we proposed a dialogue act classification model based on BPE to-
kenizer and CNN-based classifier in the reference interview. Experimental results
show that the classification accuracy of the proposed model was significantly higher
than that of any baseline model. Our proposed model efficiently built the input the
classifier with BPE-based tokenizer. It performed better than the classifiers that use
words and characters as input units. Our model performed well for the DAF cate-
gory. However, improvement in the DAD category remains as a future challenge. In
addition, it is necessary to investigate the effectiveness of our method in other dia-
logue domains, and compare the other approaches like lemmatization or word-CNN
with pre-trained embedding model.

In the error analysis, we found that some problems were caused by the anno-
tation scheme. The lack of data was also a problem, therefore, as future work, we
plan to improve the number and quality of the data. By using the classifier that we
proposed, we will develop a dialogue manager that models the strategy of librarians
in reference interviews to help find the exact information for the user, even if the
requests of the users are ambiguous.
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